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INTRODUCTION

ELECTRONIC HEALTH RECORD (EHR)

Jensen, P. B., Jensen, L. J., & Brunak, S. (2012). Mining electronic health records: towards better research applications 
and clinical care. Nature Reviews: Genetics, 13(6), 395–405.



INTRODUCTION

EHR: CHALLENGES

▸ Data 

▸ Diverse patient population 

▸ Heterogenous data types 

▸ Noisy & varying time scales 

▸ Application 

▸ Good performance 

▸ Medical interpretability



INTRODUCTION

PHENOTYPE

▸ Observable characteristics of an 
organism determined by both 
genetic makeup and environmental 
influences 

▸ Usage 

▸ Retrospective research 

▸ Clinical trial 

▸ Epidemiology/ population health

Pathak, J., Kho, A. N., & Denny, J. C. (2013). Electronic health records-driven phenotyping: challenges, recent advances, 
and perspectives. Journal of the American Medical Informatics Association, 20(e2), e206–e211.



INTRODUCTION

MODERN INTERPRETATION: EHR-BASED PHENOTYPING

▸ Specifications for 
identifying patients 
with a given condition 
of interest 

▸ Concept representation 
easily understood (and 
therefore actionable) 
by clinicians

Hripcsak, G., & Albers, D. J. (2012). Next-generation phenotyping of electronic health records. Journal of the American 
Medical Informatics Association, 20(1), 117–121.



INTRODUCTION

HIGH-THROUGHPUT PHENOTYPING: RECENT DEVELOPMENTS

Machine learning algorithms
Phenotype R!

Medication factor!

Diagnosis factor!

Patient 
factor!

Phenotype importance!

Phenotype 1!

EHR database Phenotypes

X W

H

▸ These methods do not focus on generating sparse, diverse 
phenotypes with minimal supervision



BACKGROUND

TENSORS (MULTIWAY ARRAYS)

• Generalization of matrices 
to multidimensional array 

• Representation of an n-way 
interaction 

• Captures hierarchical 
information in the structure 

• Used in many domains

Adapted from Ryoto Tomioka’s Atalk @ MLSS 2015 talk on Tensor decompositions: old, new, and beyond



BACKGROUND

TENSORS

Adapted from Fei Wang’s Talk @ ICHI 2016

Each element represents # times a 
patient receives the medication to 
treat a specific diagnosis



BACKGROUND

TENSOR FACTORIZATION

▸ Generalization of matrix 
factorization 

▸ Multiway structure 
information utilized during 
decomposition process 

▸ Many decomposition 
models: CANDECOMP / 
PARAFAC (CP), Tucker, etc.



BACKGROUND

STANDARD CP ALTERNATING LEAST SQUARES (CP-ALS)

▸ Objective function assumes Gaussian distribution for numeric data 

▸ Can be altered to be nonnegative 

▸ May not be suitable for count data

min
X

~i

(x~i �m~i)
2
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BACKGROUND

CP ALTERNATING POISSON REGRESSION (CP-APR)

▸ Poisson distribution for 
nonnegative, discrete 
data 

▸ Nonnegative constraints 

▸ Stochastic column 
constraints

min f(M) ⌘
X
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BACKGROUND

LIMESTONE: PHENOTYPING VIA TENSOR FACTORIZATION

Phenotype R

Procedures factor

Diagnosis factor

Patients 
factor

Phenotype importance

Phenotype 1

Hypertension Phenotype 
(22% of patients)

Bone/Joint/Muscle Infections/
Necrosis

Major Symptoms, Abnormalities
Central Nervous System Infection

Urinary Obstruction and Retention
Surgical Procedures on the 
Female Genital System

Microbiology Procedures

Nonzero elements are clinical characteristics with the 
conditional probability given the phenotype and mode

Ho, J. C., Ghosh, J., Steinhubl, S. R., Stewart, W. F., Denny, J. C., Malin, B. A., & Sun, J. (2014). Limestone: High-throughput 
candidate phenotype generation via tensor factorization. Journal of Biomedical Informatics, 52, 199–211.



BACKGROUND

MARBLE: MOTIVATION FOR DIVERSE PHENOTYPES

OVERLAPPING ELEMENTS CAN BE DIFFICULT TO INTERPRET



GRANITE

GRANITE: DIVERSIFIED, SPARSE TENSOR FACTORIZATION
▸ Poisson model for count data 

▸ Angular and ridge terms to reduce overlapping factors 

▸ Simplex projection for better sparsity control 

▸ Projected gradient descent to fit decomposition

Henderson, J., Ho, J. C., Kho, A.K., Denny, J. C., Malin, B. A., Sun, J., & Ghosh, J. (2017). Granite: Diversified, Sparse 
Tensor Factorization for Electronic Health Record-Based Phenotyping. Proceedings of ICHI 2017.
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REDUCE COSINE 
SIMILARITY FOR INTRA-
PHENOTYPE DIVERSITY

PUSH ELEMENTS 
TO BE SMALL

SPARSITY CONTROL



SIMULATED TENSORS: ACCURATE RECOVERY

▸ Simulated 50 third-
order tensor of size 
40 x 20 x 20 with 
rank of 5 with cosine 
similarity threshold 
set to .3 

▸ Fit Granite and 
Marble 
decompositions



EXTRACTING PHENOTYPES FROM REAL EHR DATA

DATA: VANDERBILT UNIVERSITY SYNTHETIC DERIVATIVE

▸ Inpatient and outpatient billing and medication codes for nearly 
2 million patients 

▸ Focus on resistant hypertension 

▸ 1394 patients (33% cases) - manually identified by domain 
experts 

▸ 177 diagnoses (HCC categories) 

▸ 149 medications (MeSH PA) 

▸ Compare Granite, Marble, CP-APR, CP-ALS, NMF



RESULTS

RESULTS: TOP 5 RESULTING PHENOTYPES
Granite

Marble



RESULTS

RESULTS: COSINE SIMILARITY

ANGULAR TERM SET TO 0.35



RESULTS

RESULTS: IMPORTANCE OF PHENOTYPE WEIGHTS

▸ Domain expert annotated 
phenotypes into 3 categories 

▸ Clinically relevant 

▸ Possibly clinically relevant 

▸ Not relevant 

▸ Granite generated fewer 
clinically relevant ones than 
Marble

HIGH CORRELATION BETWEEN WEIGHTS 
AND CLINICAL RELEVANCY



RESULTS

RESULTS: RESISTANT HYPERTENSION PREDICTION

▸ Task: Predict case vs controls 

▸ 5 80-20 train/test splits with 
stratified sampling 

▸ Logistic regression with 
Lasso 

▸ 10-fold CV to learn weight 

▸ Train on loadings (patient) 
matrix with R = 30

Model AUC NNZ / 
Phenotype

Granite 0.7298 4.63
Marble 0.7197 5.3330
CP-APR 0.7406 111.0000
CP-ALS 0.6765 113.1522

NMF 0.7203 N/A



RESULTS

RESULTS: NON-ZERO ELEMENTS

Granite

CP-APR



CONCLUSION

▸ Granite provides an unsupervised framework to extract 
concise and diverse phenotypes that retain predictive 
power

FUTURE WORK

▸ Provide weak supervision using outside data sources to 
increase the number of clinically relevant phenotypes
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CLASSIFICATION

FEATURE MATRIX
‣ Fit a decomposition on a set of patients X

‣ For a new set of patients Xtest, fix diagnosis and medication modes and use projected 
gradient descent to fit a new patient mode 

‣ Row normalize new patient mode to find a patient’s membership to phenotypes 



CLASSIFICATION

FEATURE MATRIX
‣ Fit a decomposition on a set of patients Xtrain

‣ For a new set of patients Xtest, fix diagnosis and medication modes and use projected 
gradient descent to fit a new patient mode 

‣ Row normalize new patient mode to find a patient’s membership to phenotypes 


