Recommendation Systems

CS 534: Machine Learning

Slides adapted from Alex Smola, Jure Leskovec, Anand Rajaraman, Jeff Ullman, Lester
Mackey, Dietmar Jannach, and Gerhard Friedrich



Recommender Systems (RecSys)

Search Recommendations

Products, web sites,
blogs, news items, ...
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RecSys is Everywhere
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System that provides or suggests items to the end users
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Long Tail Phenomenon

RHAPSODY | AMAZON.COM [  NETFLIX

TOTAL INVENTORY: TOTAL INVENTORY: TOTAL INVENTORY:
735,000 songs : 2.3 million books : 25,000 DVDs More than 40,000 documentaries have
: - been released, according to the Internet

: : Movie Database. Of those, Amazon.com carries
: : 40 percent, Netflix stocks 3 percent, and the
: . average Blockbuster just .2 percent.

: - rpecal
wieen: 130,000 howkn © shace: 1000 OVDs

Netflix Local Blockbuster

Ypead
Wel Mart .
Woos 20 000 sengs

OBSCURE PRODUCTS YOU CAN'T GET ANYWHERE BUT ONLINE

Songs : :
. available at TOTAL SALES TOTAL SALES TOTAL SALES
< both Wal-Mart : :
. and Rhapsody

Songs
available only
on Rhapsody
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100,000 200,000 500,000
Titles ranked by popularity

Sources: Erik Brynjolfsson and Jeffrey Hu, MIT, and Michael Smith, Carnegie Mellon; Barnes & Noble; Netflix; RealNetworks
Source: Chris Anderson (2004)
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Physical vs Online Presence

Profit threshold
for physical stores

Beyond bricks and mortar t
| (like Tower Records)

Profit threshold for stores
with mo retail overhead
{like Amazon.com)

Profit threshold for stores
with no physical goods
{like Rhapsody)

Just as lower prices can entice
consumers down the Long Tail,
recommendation engines drive
them to obscure content they
might not find otherwise.

Amazon sales rank
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RecSys: Tasks

- ‘ " o
EPISODES ' & 250 v 2012/ TV-14 | 3 Seasons

Cultural tribulation. Foreign humiliation. Sending a
travel-ph@&ic pal around the world? Pure satisfaction.

Task 1: Predict user rating
Task 2: Top N recommendation
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RecSys: Paradigms
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é ] == DParsonalized

User profile & .
recommendation
contextual prameters \

@ . item | score
"= Collaborative i 0.0
Community data — e— i2 1
i3 | 03

Title | Genre | Actors | ... —
Content- Recommendation Recommendation

based component list
4

/
i Knowledge-based
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Knowledge models

Product features
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RecSys: Evolution

Collaborative filtering & Social + interest
ltem hierarchy: user-user similarity: graph lbased:
You bought a People like you who Your friends like
printer, will also bought beer also Lady Gaga so you

need ink bought diapers will like Lady Gaga

Attribute based: Collaborative filtering & Model based:
You like action movies item-item similarity: Training SVM, LDA,
starring Clint Eastwood,  You like Godfather so SVD for implicit
you will also like Good, you will like Scarface features

Bad, and Ugly
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RecSys: Basic Techniques

Cons
No knowledge- engineering Requires some form of rating
Collaborative effort, serendipity of results, feedback, cold start for new
learns market segments users and new items
No community required, Content descriptions
Content-based comparison between items necessary, cold start for new
possible users, No surprises
Deterministic Knowledge engineering effort
Knowledae-based | CCommendations, assured to bootstrap, basically static,
J quality, no cold- start, can does not react to short-term
resemble sales dialogue trends
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RecSys: Challenges

- Scalability - millions of objects and users

- Cold start
-+ Changing user base
-+ Changing inventory (movies, stories, goods)
- Attributes

mbalanced dataset - user activity / item reviews are
oower law distributeo
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Netflix Prize

Netflix Prize: $1 M (2006-2009

NETFLIX

Home Rules Leadetbond  Register Update Sabt Download

NETELIX
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= New Sewiies Pavess  NeBa Top 100
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The Nedlic Prioe seeks 1o substantialy
mprove !e accuracy of predictions sbout
how much som=one 1 going 1o kove 3
move basad on thelr movie preférances
mprove & enough and you win ong (or
more) Prizes Wirming the Netfix Prize
mproves our bRty 10 connect peocpie o
e movies they love

Read the Fules 10 ses what 15 required to
win the Prizes. ¥you are mismestad In
orng e quest, you should regisiera

wan

You should also read the reguentts
15ked quesions about e Froe. And
theck out how vanous feams are doing
on the Leaderhoad

Good luck and thanks for helping!

Netfix Home
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Nettlix Movie Recommendation

Training Data:
480,000 users

17,700 movies

o years of data:
2000-2005

Test data: most recent
ratings of each user

Training data Test data
user | movie | date |score user | movie| date |score
1 21 5/7/102 1 1 62 1/6/05 ?
1 213 8/2/04 5 1 96 9/13/04 ?
2 345 3/6/01 4 2 7 8/18/05 ?
2 123 5/1/05 4 2 3 11/22/05 ?
2 768 7/15/02 3 3 47 6/13/02 ?
3 76 1/22/01 5 3 15 8/12/01 ?
4 45 8/3/00 4 4 41 9/1/00 ?
5 568 9/10/05 1 4 28 8/27/05 ?
5 342 3/5/03 2 0 93 4/4/05 ?
5 234 | 12/28/00 | 2 5 74 7/16/03 ?
6 76 | 8/11/02 | 5 6 69 | 2/14/04 | 2
6 56 6/15/03 4 6 83 10/3/03 ?




Evaluation Metrics

Error on unseen test set Q, not on training error

- Root Mean Sqguare Error

1 .
RMSE - F Z (Tuz' — Tui)Q

- Mean Absolute Error

‘S‘ (z,u)€S
Rank-based objectives (e.g., What fraction of true top-10
oreferences are in predicted top 107)
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Nettlix Prize

- Evaluation criterion: RMSE
- Cinematch (Netflix) system RMSE: 0.9514
- Competition

- 2700+ teams

- $1 M prize for 10% improvement on Netflix
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Netflix Winner: BellKor

- Multi-scale modeling of the data:

- Global: Overall deviations of
users & movies

- Factorization: “Regional”
effects

- Collaborative filtering: Extract
local patterns




Normalization / Global Bias

. Mean movie rating across ~ heWelvernez13)

all movies @ 83" = 4 99

want to see
User Ratings: 99 541

Average Rating: 6.8/10
Rovlew Counted 6

SR AT T

: Iron Man 3 (2013)
+ Some users tend to give s

- - % — o Q0%
higher ratings than others ~ @ 78" =59 W 82

Average Rating: 7/10 Y SUrpris -‘,Inr. h an ’l a witty, liked it
Reviews Counted: 270 F‘fri"r‘[ aining adventure and a strong Average Rating: 45
Fresh: 211 | Rotten: 68 addition to the Marvel canon User Ratings: 208,273

. Man of Steel (2013)
¢ S O m e m OVI eS te n d -tO TOMATOMETER @ All Critics | Top Critics AUDIFNCE 2]

' . \ % | — %
receive h [0 her ratin g than 3!5 56 sleborl ool w 77

Average Rating: 8.2/10 iko grr.v‘m bh ) b \u(t#r lr rm.r liked it
Average Rating: 45

24381

Reviews Counted: 268



Example: Global & Local Effects

- Global effect

- Mean movie rating: 3.7 stars

he Sixth Sense is 0.5 stars above average

- Joe rates 0.2 stars below average

Baseline estimate: 4 stars
- Local effect

- Joe doesn’t like related movie Signs
Final estimate: 3.8 stars
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Netflix Perftormance

Global average: 1.1296

User average: 1.0651
Movie average: 1.0533

Cinematch:0.9514
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Neighbornhood Methods: Basic Idea
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Review: K-NN

—xamine the k-"closest”
training data points to new

ooiNt X
O =1
O
Closest depends on o © : o o o
distance metric used ° A/
O O O
@) O
Assign the object the most . . © o o
frequently occurring class o ©
(mayjority vote) or the ° o ©

average value (regression)

http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture11.pdf
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http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture11.pdf

K-NN: User-based

Intuition: Similar users will rate the item similarly
Represent each user as incomplete vector of item ratings
Find set of N users who are ‘similar’ to Joe’s ratings

Estimate Joe’s ratings based on ratings of users in set N
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K-NN: User-based

- What is the right distance metric then?

XMyl ignores value
x Uy of the rating

. Jaccard similarity: D(x,y) =

+ Cosine similarity: D(x,y) = . missing ratings
Ix[l2]lyll2  are “negative”

- Pearson correlation coefficient

ngsmy (Xs — X)(YS Y>T

\/Zseswy X5 — X) \/Zseswy Ys —¥)°
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K-NN: [tem-based

Intuition: Users rate similar items similarly
Represent each item as incomplete vector of user ratings
Find other similar items

Estimate rating for item based on ratings for similar items
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K-NN: ltem-based

movies

USers

6 |7 |8 |9 [10 |11 ]12
5 5 4
4 2 (1 |3
3 4 |3 |5
4 2
2 2 |5
2 4
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K-NN: ltem-based

users

1 12 (3 |4 |6 |6 |7 |8 |9 (10|11 (12 .
sim(1,m)
1 |1 3 5 S 4 1.00
2 o |4 4 2 |1 |3 -0.18
.% 3 |2 |4 1 |2 3 4 |3 |5 0.41
£y 2 |4 5 4 2 010
5 4 |3 |4 |2 2 |5 -0.31
6 |1 3 3 2 4 0 59

use weighted average to predict
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K-NN: Advantages

- Intuitive interpretation: you will like what your neighbors
like

- Easy to implement and zero training time

-+ No feature selection needed — works for any kind of item
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K-NN: Disadvantages

- Cold start
Need enough users in the system to find a match

New items and esoteric items may not have any
ratings

- Sparse, high-dimensional similarity search is not easy
- Tends to recommend popular items

Need to store all items or user vectors in memory

CS 534 [Spring 2017] - Ho



Netflix Perftormance

Global average: 1.1296

User average: 1.0651
Movie average: 1.0533

Cinematch:0.9514

Basic k-NN:0.94

kK-NN + bias + learned weights:0.91
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Review: Dimensionality Reduction

- (Generate a low-dimensional encoding of a high-
dimensional space

-+ Purposes:
- Data compression / visualization
- Robustness to noise and uncertainty

- Potentially easier to interpret
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Review: Matrix Factorization

features

samples

X

Data matrix

H

~ V‘/ “regressors”,
“activation coefficients”,
“expansion coetficients”
“dictionary”, “patterns”,

“topics”, “basis”,
“explanatory variables”
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Dimensionality Reduction

The Color
Purple

]

- &
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Review: SVD

Each matrix can be decomposed using singular value

decomposition (SVD):

X =U]|D|V

g Y <, v orthonormal columns

~— [~ ~— which are principal

nXp  (nXp|pXp|pXp

orthonormal columns diagonal matrix which if eac

componen’

(S

i

which are normalized diagonal element Is squared

PC scores and divided by n gives
variance explained
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SVD to MF

-+ Create two new matrices (user and item matrices) where the square

root of the singular values are distributed to each matrix U and V
R P

n movies f n movies

m users
U
m users

Interpretation:
- Py Indicates how much user likes each latent factor f

- gy means the contribution of item to each of the latent factors f
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RecSys: SVD

- SVD is great as it minimizes SSE which is monotonically
related to RMSE

- Conventional SVD is undefined for missing entries

+ No rating can be interpreted as zero rating — is that
right”?

CS 534 [Spring 2017] - Ho



RecSys: SVD

- One idea: Expectation maximization as form of
imputation

- Fill In unknown entries with best guess
- Apply SVD
- Repeat

-+ Can be expensive and inaccurate imputation can distort
data
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SVD w/ Missing Values

New idea: Model only the observed entries and avoid
overtfitting via regularization

min Y @,—qgp)y + Mgl +Ilp, 1P
’ (u,i)ex
-+ Two methods for solving the new model

- Stochastic gradient descent

- Alternating least squares - easier to parallelize as each
gi IS iIndependent and more memory efficient

CS 534 [Spring 2017] - Ho



Netflix Results: Latent Factors

iIndependent, critically
_acclaimed, quirky films

lowbrow comectes
and horror films for
male or adolgsce

audienge

1A%

QQQ' QQbL)Q‘:b
Q’(,)Q Q‘T

se N¥Serious drama or

Factor vector 2

femiale leads

as|, mainstream, | , ,
—LFO rm UIéiC fi | r?ﬁSFactor ve(t(()).ro'l
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SVD with Bias

Baseline predictor User-Movie interaction
Separates users and movies Characterizes the matching between
Benefits from insights into user’s users and movies
behavior Attracts most research in the field

Benefits from algorithmic and

Among the main practical oS _
mathematical innovations

contributions of the competition

minimize (Tui — (1 + by + bi + (Du, qi>))2+
P4 (u,i)ES

2 2 2 2
A [“pHHob + ||Q||Hob + ”buserSH T ”bitems” ]
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Netflix Perftormance

Global average: 1.1296

User average: 1.0651
Movie average: 1.0533

Cinematch:0.9514

Basic k-NN:0.94

kK-NN + bias + learned weights:0.91

SVD:0.90
SVD w/ bias:0.89
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Implicit Feedback

May have access to binary information reflecting implicit
user preferences

|S @ movie in a user’'s queue?

- Jest source can be source — we know that user u rated
item I, jJust don’t know the rating

Data is not "missing at random”

Fact that user rated item provides information
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Netflix: Temporal Bias

Netflix ratings by date

- —
——— e

.....................................................................

3‘8-. ...................................

Bl Netflix changed
J=s rating labels

1 \J '_" .

. ¥ T ——— wermmrn s yewm =" s7n bt o o o v s e o e e e S [ = U T -
| ! 3 i
\ () i
: Sav s :

3" — G @ gy Poae . J— . M e !u._.....H.H....._........._........? .................................... -l
® O ° | - b oV !

|
@ i
- 1) NSNS SIS W WU WU N———— -
. 4
1
: :
]

CS 534 [Spring 2017] - Ho



Netflix: Temporal Bias

- ltems + Users
- Seasonal effects -+ Changed review labels
- Public perception - Anchoring (relative to
(Oscars, SAG, etc.) Drevious movie)
-+ Grow and fade in + Selection bias for time

popularity of viewing
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Temporal SVD

inear modeling of movie—related
user blases mporal effects

p
min Z (1ui(t) — p — by audevu(tjlb —bz,Bin(t))2
\

(u,i,t)EK

- )\(bi + ai + bﬁ,t + b? + bzg,Bin(t))

single day effect —
sudden “spikes”
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Netflix Perftormance

Global average: 1.1296

User average: 1.0651
Movie average: 1.0533

Cinematch:0.9514

Basic k-NN:0.94

kK-NN + bias + learned weights:0.91

SVD:0.90
SVD w/ bias:0.89

SVD w/ bias and time:0.87
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Netflix Results: RMSE

Netflix: 0.9514
01 Factor models: Error vs. #parameters

K

60

0.905 ST NMF

50 "

\180 _ ——BiasSVD
100 == Add bias

0.9 " —SVD++
implicit feedback .
0895 S e SVD v.2
‘é \:&m ~—SVD V.3
~.50
o 10 temporal effects L2 %4
500 p
0.885 o\ -
2500 100 559 500
0.88 ———" 10 1500
0.875
. 10 100 1000 10000 100000
Prize: 0.8563 Millions of Parameters

~_—
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Final Solution: Kitchen Sink Approach

All developed CF models

SERAMF
BRISMF  SVD-Time Split RBM Jﬂmaﬂ
MFINSVDD  RBM day,r FRBM

o
KNN+time, o /b1 Integrated M. RBM

SVD-AUF Movie KNN - CTDIMTD  sYDNN

User kNN Classif. Model<NN 1...5 Asym. 1/2/3

Yy ey

3K1
: : BK5-SVD++
Movie KNN VB398 1opMSVD+ isvD2  _ GTE

Latent User and

)
Blending

approx. 500 predictors

= Movie Features

Probe
Blending

PYYYIIVIINY  AVYEYY

30 blends

200 blends

Linear Blend

10.09 % improvement

Michael Jahrer / Andreas Toscher — Team BigChaos — September 21, 2009
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Winning Solution

Beat Netflix by 10.06% in
RMSE

Tied with another team but
won because submitted 20
minutes earlier

Computationally intensive
and impractical



Many More |deas

- Cold start (new users)

Different regularization for different parameter groups and
differs users

+ Sharing of statistical strength between users
Hierarchical matrix co-clustering / factorization

Incorporate social network, user profiles, item profiles
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RecSys: Challenges

Relevant objectives
Predicting actual rating may e useless!
May care more about ranking of items
Missing at random assumption

How can our models capture information in choices of
our ratings?

Handling users and items with few ratings
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RecSys: Challenges

- Multiple individuals using the same account — individual
preference

- Preference versus intention

- Distinguish between liking and interested in seeing /
purchasing

- Worthless to recommend an item a user already has
- Scalabllity

-+ Simple and parallelizable algorithms are preferred
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